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Simulating Fluid-Phase Equilibria of Water from First Principles *

Introduction

Water holds a unique role among liquids, not only because
of its ubiquity and importance on earth but also because of its
anomalous liquid properties. Water’s ability to act as donor and
acceptor for two hydrogen bonds, which leads to the formation
of a tetrahedral network, and its participation in many chemical
processes, particularly self-dissociation and -atidse equilibria,
have made understanding its properties a grand challenge fo
liquid state theory and molecular simulatibrf. The phase
diagram holds a central role in thermodynamics, and only wit
its knowledge it is possible to make meaningful comparisons
of experiment, theory, and simulation. For example, it would
not be helpful to discuss whether a given water model can
reproduce the well-known liquid-phase anomalies, such as the
density maximum afT = 277 K andp = 1 atm or the
(isothermal) compressibility minimum dt= 320 K andp =
1 atm, without first demonstrating that the liquid phase is
actually thermodynamically stable at these conditions for the
specific model.

Most particle-based molecular simulations of water use
pairwise-additive, empirical interaction potentials and have
provided a wealth of microscopic level information. In 1969,
Barker and Wattsreported the first simulation of liquid water
and discussed its structural properties. About 20 years later, the
vapor-liquid coexistence curve of water was first computed,
and in 2004, the complete phase diagram was determined usin
two empirical water models.However, empirical models

Matthew J. McGrath, *8 J. llja Siepmann,**& |-Feng W. Kuo,® Christopher J. Mundy, $
Joost VandeVondelé!, Jurg Hutter, ¥ Fawzi Mohamed? and Matthias Krack #

Departments of Chemistry and of Chemical Engineering and Material Science and the Minnesota
Supercomputing Institute, Urersity of Minnesota, 207 Pleasant Street SE, Minneapolis, Minnesota 55455,
Chemistry and Materials Science Directorate, Lawrenceetinore National Laboratory,

Lizermore, California 94550, Department of Chemistry, Lémsity of Cambridge, Lensfield Road,

Cambridge CB2 1EW, United Kingdom, Physical Chemistry Instituteyedsity of Zurich,

Winterthurerstrasse 190, CH-8057 Zurich, Switzerland, and Laboratory of Physical Chemistry,

ETH Zurich, USI-Campus, Via Giuseppe Buffi 13, CH-6904 Lugano, Switzerland

Receied: June 30, 2005; In Final Form: August 12, 2005

Efficient Monte Carlo algorithms and a mixed-basis set electronic structure program were used to compute
from first principles the vaporliquid coexistence curve of water. A water representation based on the-Becke
Lee—Yang—Parr exchange and correlation functionals yields a saturated liquid density of 908 &g/m

323 K and normal boiling and critical temperatures of 350 and 550 K, respectively. An analysis of the structural
and electronic properties of the saturated liquid phase shows an increase of the asymmetry of the local hydrogen-
bonded structure despite the persistence of a 4-fold coordination and decreases of the molecular dipole moment
and of the spread of the lowest unoccupied molecular orbital with increasing temperature.

small water clusters in the atmosph®&te dense water in giant
planet819 that involve dramatic changes of its electronic
structure.

In contrast, an ab initio representation of water affords the
opportunity to study both physical and chemical properties. The
first Car—Parrinello molecular dynamics (CPMD) simulatién
for liquid water employing a quantum-mechanical description
Iof the molecular interactions was performed in the early 1990s.
Although ab initio molecular dynamics simulations have
h contributed to a better understanding of structural, dynamical,
and electronic aspects of neat liquid waler’! supercritical
fluid water?2-24 aqueous solution®;?6 and the air-water
interface?’ little research has been done to evaluate the
thermodynamic properties (e.g., chemical potential, enthalpy of
vaporization, or normal boiling point) of first principles descrip-
tions of water, and in fact, until this work it has not been known
whether common density functional descriptions of water yield
a stable liquid phase at ambient conditions. The notable
exception is recent work by Asthagiri et.. 8 who used a
combination of ab initio molecular dynamics and quasichemical
theory to estimate the free energy of hydration of liquid water
at near-ambient conditions and reported values2f and—60
kJ/mol for two different density functionals. This large spread
demonstrates the computational challenges for accurate predic-
tions of the free energy of fluid phases at low pressure from
4irst principles, whereas significant advances have been made
or solid—solid and solid-liquid equilibria at high pressurég3°

struggle to describe water over a wide range of state points (from
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For the present research, we use Gibbs ensemble Monte Carlo
(MC) simulationg! to directly calculate the vapetiquid
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using a linear combination of atom-centered Gaussian-type L B L EL I B
orbital functions and describes the electronic charge density with 550 @v A 7
an auxiliary basis set of plane wav&s2 The Gibbs ensemble i 7
MC simulations utilize two separate simulation boxes for the 500~ = B n
vapor and liquid phases (i.e., the phases are in thermodynamic B 1
contact but do not share an explicit interface) and employ five ) 450- @ @ .
different types of moves: (i) translations of rigid molecules, = - :
(ii) rigid-body rotations around the molecular center of mass, &~ 400 o ®
(iii) conformational moves altering either bond length or angle, - g
(iv) volume exchanges between the two boxes, and (v) particle 350 © B
swaps between the two boxes. The first three types serve to L .
establish thermal equilibrium, the fourth yields mechanical 300~ o © —
equilibrium, and the fifth equalizes the chemical potential of |

TR N TR N TN NN SR N |
water between the phases. Details of the CP2K program for 0 200 400 6030 800 1000
first principles MC simulations of water in the canonical p [kg/m’]
ensemble using move types i to iii have been reported Figure 1. Vapor-liquid coexistence curve for the TIP4P model.
elsewheré? Standard volume moves with scaling of only the Res(l;”s_ fiodmb%iblgs ense(Tvb'e SimU:?ti?nSTLrJ]Sing 32, 64,d128, and 2|56
molecular center-of-mass coordinates are empl&§€dTo are depicted by, 1, A, andv, respectively. The corresponding norma
improve the efficiency of the particle swap moveps, Zmultistep Egslllng points are 364+ 2, 364+ 2, 365+ 2, and 364+ 1 K,

. . . - ' pectively.

configurational-bias MC approach is us&d®® First, the o ) .
potential energies of 640 trial insertions and its Rosenbluth Saturated liquid density at the temperature of interest. For one
weight are evaluated using an inexpensive poteffidhere-  temperature = 473 K), a second independent run was started
after, one suitable trial position is selected from this pool using Py scaling the configuration of another canonical ensemble MC
the Boltzmann weights calculated for the inexpensive potential, Simulatiort® to a lower density. The volume of the initially
and its ab initio energy is evaluated. The final acceptance step€MPty vapor box was set equal to the initial liquid volume. For

for this swap move then corrects for the energy difference the higher temperatures, short CPMD trajectories 62 Jps
between the inexpensive and ab initio energieé&:0 were used to preequilibrate the configurations because molecular

: . dynamics is more efficient in relaxing the collective modes
Although there is general agreement that low-frequéntey following the dramatic change in density (upon scaling frem

molecular “vibrations” (including the librational mode and the - I 4
three-molecule antisymmetric stretching of a hydrogen-bonded 10° kg/m? to the expgrlmer_ltal saturated Ilqwd_densr[y).
The lengths of the simulations are measured in MC cycles,

trimer as identified by Silvestrelli et 41) are well reproduced .
using classical mechanics (i.e., using molecular translations an \_/vhere it should be noted that one cycle coresponds to 64 ab

rotations), it is important to comment on our choice to classically ;glrt'gaer?;;%% ﬁzlilélgt t'%r;li(";’dtggnr}ginn?ae,g;;;rgﬁgnmF:'Sngsr?novfﬁe
sample conformational changes using move type iii. The ; ' RSN NYEs using
SRR , . approximate potential is significantly largéP)The simulations
characteristic vibrational temperatures for water’s three vibra- were run for 356-450 MC cvcles. and the ensemble averages
tional modes (5360, 5160, and 2290 K in the gas phase) are yees, 9

well above its supercritical temperature. Although there is not were calculated from the last 200 cycles. As for the system size,

enough thermal energy to excite these quantal vibrational modes,the large computational expense of these first principles

it needs to be recognized that the intermolecular interactions in calculations necessitates much shorter simulation lengths than

- . ) typical for simple pairwise additive potentials. Again, we have
the liquid phase are sulfficiently strong to alter water’s confor- ; . . .

 l34n . . . turned to simulations for the TIP4P model to obtain an estimate
mation342 thereby leading to large shifts and substantial

broadening in the vibrational spectrum associated with the of the precision of very short simulations. To this extent, we

- followed a procedure mimicking the CP2K runs. First, five
transfer from the. vapor ph‘?‘se o the “.qu'd phﬁs‘é.Further-. independent configurations were generated for TIP4P water at
more, the classical vibrational amplitudes are substantially

smaller than the quantum-mechanical zero-point amplitudes.T = 300 K andp = 10° kg/m?. These five configurations were

Thus, classically sampling conformational rearrangements cause hen scaled to either the experimental or BLYP (obtained in
' Y ping . 9 he present work) coexistence densitie3 at 373 and 473 K.
by changes in the local environment appears to be more

. . - - For each temperature and initial liquid density, five independent
preferable than keeping the internal conformation of the nuclei simulations were carried out for the TIP4P model that used
rigid, while aIIov_vmg the electro_mc s_trl_Jcture to change. Th? equivalent numbers of translation, rotation, volume exchange,
gnhanced classm_al h(_eat Capacity arising from the (harmonic) and particle swap moves (but no conformational moves for the
:jn_tra-moltta)cular th)ratt;]onﬁl modes W]Jrll ?O(tj talt?k: the phas:z rigid TIP4P model) as used for the first principles simulations.
lagram because both phases are affected to the same extenfy, <o gimylations yielded the following data with the standard
and the vibrational heat will cancel in the computation of the deviation computed from the five independent runs: (a) 373 K
s :
heat of vgponzatloﬁ. ) . and started from the experimental coexistence dengity:=
The Gibbs ensemble MC simulations were performed at 932 1 17 kg/n? and pyap = 1.09+ 0.27 kg/n¥; (b) 373 K and
= 323, 373, 423, 473, and 523 K for a system consisting of a started from the BLYP coexistence densityi; = 926 + 14
total of 64 water molecules. Albeit a rather small system size, kg/m? and pvap = 0.94 & 0.14 kg/n¥; (c) 473 K and from
an exploratory Gibbs ensemble investigation using the empirical experiment: pjq = 794+ 54 kg/m? andpyap = 15.6+ 6.4 kg/
TIP4P modet* (together with the usual tail correction and Ewald 3 (d) 473 K and from BLYP: pjq = 773 + 45 kg/n? and

summations) demonstrates converged saturation properties neap, ., = 11.94 2.9 kg/n?. As can be seen, the simulations started

the boiling point (see Figure 1). from different initial densities agree to within one standard
The initial configurations were prepared using the final deviation. Furthermore, the corresponding results for long
configuration of a canonical ensemble MC simulatfomt T = simulations (50,000 cycles divided into 5 blocks) aig= 935

315 K andp = 10° kg/m? that was scaled to the experimental =+ 14 kg/n® and pyap = 0.84+ 0.18 kg/n¥ (at 373 K) andpiq
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e
=

= 796 £ 3 kg/m? and pvap = 16.9 £ 2.6 kg/n? (at 473 K).

These results nicely demonstrate the convergence and statistical
uncertainties that should be expected for the relatively short .
first principles simulations.

The electronic structure parameters used in the Gibbs
ensemble MC simulations were as follows: the Beckee—
Yang—Parr (BLYP) exchange and correlation energy function-
als*>46together with a triplez valence basis set with two sets
of d-type orp-type polarization functions (TZV2P), the norm-
conserving pseudo-potentials of Goedecker and co-workers
(GTH),*"*8and a relatively large charge density cutoff at 1200
Ry for the auxiliary plane wave basis set. Here it should be
noted that after extensive tests of different basis sets, Handy
and co-worker® recommended TZV2P as the most appropriate
basis set for generalized gradient approximation (GGA) func-
tionals. This is also supported by a recent evaluation using the
CP2K progran®® These assessments of basis set effects have
concentrated on gas-phase structures, and an equivalent recom-
mendation for condensed phases is still lacking. There is
certainly the possibility that inclusion of diffuse functions may
impact the cohesive energy and, hence, the valguid
equilibria. In passing, it should be noted that simulations in the
microcanonical and canonical ensembles showed very good
agreement for the structural properties of water using either a 0 . | i | y | |
plane wave or mixed basis set approdtfhe large charge 0 100 200 300
density cutoff is necessitated by the fluctuating vol&hpeesent Monte Carlo Cycles

in Gibbs ensemble simulations. Fi .
. . . igure 2. Instantaneous values and cumulative averages (only for the

With these parameters a Gibbs ensemble MC cycle requires|ast 200 MC cycles) of the saturated liquid and vapor densities and of
approximate} 4 h on 48nodes of Thunder (http://www.linl.gov/  the heat of vaporization versus the number of MC cycles. The black/
linux/thunder/). The significantly greater expense of these Gibbs red and green/blue lines depict two independent MC simulatiofis at
ensemble simulations over previous simulations in the canonical = 473 K that were started from configurations with different initial
ensembl® arises from the use of two simulation boxes (and, densities.
in contrast to pairwise additive potentials, the computation of ) ) .
the ab initio energy for a vapor box containing only a single resp.ectlvely, obse_rved throughout the MC trajectories for the
molecule is rather expensive), the larger charge density cutoff WO independent simulations &t= 473 K. It appears that both
(1200 vs 280 Ry), and the fact that particle swap and volume SyStems have reached equilibrium after about 150 MC cycles
exchange moves yield a sequence of configurations characterized@S evidenced by the decrease from the higher initial densities
by rather dramatic changes. Therefore, schemes that generate @d the settling of the vapor densities following an initial
satisfactory initial electronic wave function based on the increase)and that the cumulative averages of the two indepen-
assumption of continuity cannot be employed here, and the dent simulations computed over the last 200 cycles agree to
computational cost of the full SCF energy evaluation is within a few percent. These observations are consistent with
significantly increased as compared to conventional simulations the exploratory simulations for the TIP4P model described
in the canonical ensemble. above. o o _

In the closing of this section, we would like to address the The fluctuat|ons_ in the_heat of vaporization are relatlvely_large
neglect of nuclear quantum effects in this study. Recently, two &S compared to simulations for rigid water molecules using an
independent studig&>! have pointed out that a discretization €MPirical potential, but it should be recognized that these MC
of ((10) is required to yield converged path integral simulations simulations a_lso involve sampllng of the V|bra_t|onal degrees of
for water. Unfortunately, the already large expense of the present"€€dom. A given presampling sequence can involve molecules
Gibbs ensemble simulations does not allow for the additional N POth phases. That is, a decrease in the potential energy of
expense arising from a converged path integral treatment, € vapor phase might be compensated by an increase in the

However, from a comparison of the vapdiquid coexistence ~ €N€rgy of the liquid phase and vice versa to lead to the
curves and other thermodynamic properties foDHD;0, and acceptance of the move sequence, but these changes can add

T,O (e.g., the normal boiling points of the latter are 374.6 and 09€ther for a larger change in the heat of vaporization.

374.7 K, respectively), one might argue that the statistical 1 N€ vaporliquid coexistence curve, the ClausitSlapeyron
uncertainties of the present simulations are larger than thePlot of the saturated vapor pres_sé?gand the temperature
systematic error arising from the neglect of the nuclear quantum dépendence of the heat of vaporization are shown in Figures
effects. In passing, we might notice that the effect of nuclear 3—5: The BLYP-GTH-TZV2P-1200 representation yields two-
quantization on the specific density ofalkanes has been phase coexistence over the temperature range from 323 to 523

investigated, and a density decrease of about 2% from classicaf<: @ Very encouraging result. Although the coexistence proper-
to path integral simulations was obsenvéd. ties of water are qualitatively reproduced, there are noticeable

deviations from experiment. The saturated liquid densities of
the BLYP-GTH-TZV2P-1200 representation fall below and the
saturated vapor pressures (with the exceptio ef 423 K)
Phase Diagram.Figure 2 shows the instantaneous values of lie above their experimental counterparts over the entire two-
the vapor and liquid densities and the heat of vaporization, phase envelope. A fit of the computed coexistence curve using

Pyg [kg/m’]
=) ~1 x
$ € S

th
S

|

Prup ke/m

AH [kJ/mol]

Results and Discussion
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Figure 3. Vapor-liquid coexistence curve. The line and asterisk depict
the experimental dafd,and the simulation results and the estimated

critical point for the BLYP-GTH-TZV2P-1200 description of water
are shown as open and filled circles, respectively. r A]

L L L L Figure 6. Temperature dependence of the oxygerygen (top) and
oxygen-hydrogen (bottom) radial distribution functions observed for

oL o B the saturated liquid phase of BLYP-GTH-TZV2P-1200 water. The
L ] results afl = 323, 423, and 523 K are shown as black, red, and blue
g oor _ lines, respectively.
= o 1
~ 2r o . clusers?® Although a TZV2P basis set has been recommended
%“ _4'_ ] for density functional calculatioA%and a charge density cutoff

of 1200 Ry vyields converged energies for this system, it is

possible that use of a smaller basis set or cutoff might lead to

better agreement with experiment due to cancellation of errors.

Lo For example, first principles MC simulations in the isobaric

L T isothermal ensemble have shown that a decrease in the cutoff
100077 K] to 280 Ry yields a higher (i.e., closer to experiment) specific

Figure 4. Clausius-Clapeyron plot of the logarithm of the saturated density at ambient conditions than obtained for the cutoff of
vapor pressufévs the inverse temperature. The line and circles depict 1200 Ry used her®.
the experimental datdand the simulation results for the BLYP-GTH- y ’

TZV2P-1200 description of water, respectively.

| I

Structural Properties. Selected radial distribution functions
(RDFs) for the saturated liquid phase are shown in Figure 6.
L R The oxyger-oxygen and oxygenhydrogen RDFs at 323 K
S0, 7] agree well with those observed in canonical ensemble simula-
S ] tionst® at 315 K ando = 1000 kg/nd. The liquid phase is seen
. to significantly disorder with increasing temperature, and only
1 the first solvation shell is discernible at 523 K, but the
- coordination numbers (computed from the value of the corre-
_ sponding number integral at the first minimum of the RDF)
yield a value of 4 over the entire temperature range, whereas
substantially larger coordination numbers have been found for
supercritical fluid wate?* The first peak in the intermolecular
Lo oxygen—hydrogen RDF at about 1.8 A signals that linear
300 400 500 600 700 hydrogen bonding is present in the saturated liquid phase at all

T [K] temperatures.
I_:igure 5. Temperature depenc_ience of the heat o_f vapc_:rization. The Recently, two experimental studf$8 have examined the
neand e depct e expermerta ¢ e simaton esus ' an emergeticsof this s sovaton shelland reachec
somewhat different conclusions. To probe the local asymmetry,
the scaling law yields a critical temperature of 550 K (i.e., 15% the four nearest oxygen atoms around a given water molecule
below the experimental value), and a fit to the Clausius were identified, and the temperature dependence of the distribu-
Clapeyron equation points to a boiling point of about 350 K tion of oxygenr-oxygen distances and of the mean values for
for the BLYP-GTH-TZV2P-1200 model. The heat of vaporiza- the two closest and the other two neighbors were computed (see
tion is well reproduced at intermediate temperatures. Figures 7 and 8). As can be seen from the distributions, there

There are many reasons that may be responsible for theis an asymmetry of the local coordination even at 323 K that
gquantitative discrepancies in the vapdiquid coexistence becomes more pronounced as the temperature increases. How-
properties between the BLYP-GTH-TZV2P-1200 representation ever, this asymmetry appears more askew at larger distances
and experiment. Among them are certainly that GGA functionals with increasing temperature than as a shoulder at a given
(as also other exchange and correlation functionals) do notdistance that increases in intensity. The distance to the two
satisfactorily describe dispersive interactions, that different nearest oxygens in the 4-fold coordination shell increases only
density functional models yield different descriptions of the by 0.2 A over the 200 K range, whereas the distance to the
liquid phaseé® and that BLYP and other GGA functionals do  other two oxygens increases by 0.5 A (i.e., a local structure
not quantitatively reproduce the binding energies of small water with two strong and two distorted hydrogen bonds emergjés).

40

30

AH [kJ/mol]
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Figure 7. Temperature dependence of the distribution of oxygen Figure 9. van't Hoff p_Iot of the logarithm of the_ equilibrium constant
oxygen distances between a given molecule and its four nearestPetween strong and distorted hydrogen bonds in the 4-fold coordination

neighbors. The solid, dashed, and dotted lines depict the restitsat VS the inverse temperature. The dashed line is a linear fit to the

323, 423, and 523 K, respectively. simulation data and yields a rearrangement enthalpy of 15 kJ/mol.
s - T T T T T T ] 200 K range, the number of strong hydrogen bonds decreases
— 34 A ] from 3.2 to 1.4 for a rearrangement cost of about 27 kJ/mol.
=z 1l A 4 b The corresponding change in the heat of vaporization is 25 kJ/
w38 “toa i mol, thus demonstrating that changes in the hydrogen bond
3or o ©° 7 population govern the overall energetics.
281 < | ° I B Another advantage of using a first principles description of
F oA ] the system is that it allows for unbiased changes in molecular
061 ° ° o ] conformation and electronic structure. The MC simulations show
§ 04 A 9 4 slight variations in the average bending angle with the value
=~ o2k - R ] for the vapor phase at 423 K falling abouti2elow that for the
of v v a quujd phase (i.e., the liquid phase’s tet.rah'edr'al structure causes
B v a widening of the bonc_i q_ngle), t_hereb_y mdlcatlng the importance
T K] of conformational flexibility for first principles water. A similar

change in the bond angle from gas-phase monomer and dimer

Figure 8. (Top) Temperature dependence of the oxygexygen to the liquid phase was previously observed by Silvestrelli and
distances to the two nearest)(and the two next-nearest) molecules

i 13
in the coordination shell. (Bottom) Temperature dependence of the Parrlnello.. . . .
fraction of double-donor 4), single-donor ©), and nondonor %) Electronic Properties. One of the electronic properties that
configurations. is very sensitive to the environment is the molecular dipole

moment. Snapshots of the liquid phase with molecules colored

Using the angular-distance criterion suggested by Wernet etaccording to their dipole moment and the distribution of dipole
al. 5" a given water molecule can be classified as either being moments are depicted in Figures 10 and 11. The molecular
in a double-donor (DD), single-donor (SD), or nondonor (ND) dipole moments were computed from maximally localized
configuration. The temperature dependence of the populationWannier functions with the Berry phase schethe®:°|t can
of these three species in the saturated liquid phase is depictede clearly seen that the average dipole moment in the saturated
in Figure 8. As the temperature increases, the fraction of DD liquid phase changes substantially along the coexistence line
configurations decreases monotonically and that of ND con- (with averages of 3.0 and 2.5 D at 323 and 523 K, respectively)
figurations increases monotonically, whereas the fraction of SD and that there is a wide distribution at all temperatures (with a
shows a weak maximum at intermediate temperatures. At no full width at half-maximum (fwhm) of about 0.7 D in the liquid
point does the SD fraction approach 80% as determined by phase). Furthermore, as can be seen from Figure 10, there
Wernet et aP’ (see also ref 41). From a plot of the temperature appears to be a spatial correlation in the liquid phase that has
dependence of the equilibrium constant between strong andmolecules of similar dipole moment in close proximity. The
distorted (or broken) hydrogen bonds in the 4-fold coordin&ion  variations of the molecular dipole moment in the vapor phase
(see Figure 9), we estimate an average thermal enthalpy requirecire much smaller (with averages of 1.8 and 2.1 D at 323 and
for the disappearance of a strong hydrogen bond of 15 kJ/mol, 523 K, respectively).
a value that falls within the range from 9 to 16 kJ/mol inferred Itis also intructive to compare the molecular dipole moment
by Wernet et ab” Although on first glance, this value falls above distribution to experimental and other simulation data. For liquid
the range of 48 kJ/mol obtained by Smith et &8,it should water at ambient conditions, the best experimental estimate of
be noted that the saturated liquid density decreases substantiallghe average molecular dipole moment is 2:90.6 D8 and
over the temperature range investigated here, while it is nearly first principles molecular dynamics simulationsTat= 318 K
constant over the range of the latter experiment. Indeed, if the andp = 10° kg/m?® gave a value of 2.9 D with a fwhm of 0.7
configurations from the simulations are scaled to a common D.13 As can be seen, the molecular dipole moment distribution
density, then our computed value is reduced by 40%. Thus, obtained for the saturated liquid phaséat 323 K is in good
when comparing different data sets on hydrogen bond statistics,agreement with these data. The dipole moment distributions at
it is important to consider the extent of the density change over the elevated temperatures (see Figure 11) can be compared to
the temperature interval of interest. A comparison of the those obtained from Car-Parrinello molecular dynamics simula-
enthalpic cost for the loss of strong hydrogen bonds and the tions of supercritical fluid watet®24The average dipole moment
change in the heat of vaporization is also instructive. Over the of 2.4 D and fwhm of 0.8 observed at= 730 kg/n¥ andT =
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Figure 11. Temperature dependence of the distribution of molecular
dipole moments in the saturated liquid (solid lines) and gas (dashed
lines) phases. The results Bt= 323, 423, and 523 K are shown as
black, red, and blue lines, respectively.
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Figure 12. Temperature dependence of the spread of the lowest
unoccupied molecular orbital in the liquid. Error bars give the full width
half-maximum of the observed ensemble distributions.

of the entire liquid box. This somewhat curious diffuse nature
of the LUMO was previously observed for near-ambient liquid
watef® and supercritical fluid waté® According to the
Anderson model for the localization of electronic st&fethe
decrease in the LUMO spread with increasing temperature is a
manifestation of a phase with larger random fluctuations and

Figure 10. Snapshots of the saturated liquid phase of BLYP-GTH- |ess contact between neighboring molecules (i.e. less hydrogen
TZV2P-1200 water al = 523, 423, and 323 K (top to bottom). The bonding).

molecules are colored according to their instantaneous molecular dipole
moment () ranging from red g < 1.9 D) to purple g > 3.2 D) in .
intervals K(l))f 0.1gD.g 4 ) o purpled ) Conclusions
Advanced Monte Carlo algorithms and an efficient electronic

653 K?* is quite similar to theu distribution found for the structure program are combined to enable the first calculation
saturated liquid phase @it= 523 K (psat~ 560 kg/n¥), whereas of the vapot-liquid coexistence curve for a molecular fluid from
the u distribution for the saturated liquid phaseTat 423 K first principles. Although the Gibbs ensemble MC simulations
(psat™ 730 kg/n¥) is shifted to higher dipole moments as should of this work are necessarily carried out for a smaller system
be expected from a hydrogen-bonding liquid at similar density and shorter run length than is typical for molecular mechanics
but much lower temperature. Similarly, the distribution force fields, the simulations are sufficiently precise to show that
obtained for the saturated vapor phase at 523 K qualitatively the BLYP-GTH-TZV2P-1200 description of water leads to a
resembles that found for supercritical fluid water at a higher significant underestimation of the saturated liquid density, the
temperature of 647 K and higher density of 320 kg#h normal boiling point, and the critical temperature. Thus, great

In addition to the molecular dipole moment, a property that care should be exercised when comparing the properties
in principle can also be obtained from polarizable water calculated for this water representation (and, maybe, other GGA
models343:62-64 the first principles description enables a detailed functionals) with their experimental counterparts at the same
investigation of other electronic properties. As an example, the absolute state point (e.g., temperature and liquid density).
spread of the liquid-phase LUMO is shown in Figure 12. The In future work, the great sensitivity of the phase diagram to
LUMO is very diffuse and spreads over a significant fraction the underlying model will allow us to probe nuclear quantum
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effects and to evaluate the accuracy of different functionals and
the influence of the choice of pseudopotential, basis set, and
charge density cutoff. The ability to compute phase equilibria
using a first principles description will open the door to
investigations of multiphase chemical equilibria and of adsorp-
tion isotherms involving proton transfer, bond formation, and/
or charge transfer.
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